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In recent years, we have seen considerable growth in artificial intelligence
(Al) models for natural language processing (NLP), largely due to the
remarkable performance of large language models (LLMs) across a wide
range of tasks.

Specifically, the progress in LLM training has been fueled by a rapid
growth in model complexity, together with advancements in training
methodologies and hardware technology. LLMs present distinct
challenges as the number of model parameters soars from millions to
trillions. Such growth places new demands on compute power and
memory subsystems, with memory requirements potentially escalating
from a few gigabytes to several terabytes. The development of
specialized hardware — such as Micron’s high-bandwidth memory (HBM)
— has been essential in meeting the intensive demands of LLM training.
In particular, the latest generation of HBM, Micron HBM3E, is a compelling
solution for training LLMs.

This report provides an analysis of LLM fine-tuning performance on
NVIDIA’s HGX H100 platform using HBM, aiming to benchmark the
capabilities of HBM in handling the computational demands of fine-
tunning LLMSs. The testing details — which include system configurations,
optimization techniques and performance metrics — are documented to
educate system and silicon architects and other key stakeholders about
the use of memory solutions for Al workloads. The results serve as a
valuable resource for system architects and stakeholders, guiding them
in making informed decisions for the design, deployment and
procurement of memory solutions optimized for Al workloads.

Key takeaways

950%

Micron 24GB-36GB HBMS3E increases per-
placement capacity by 50%, addressing
the high-capacity needs of LLMs.

This finding can increase per-GPU memory
capacity up to 288GB with 8 HBM
placements.

30%

Micron’s HBM3E consumes 30% lower
power than the competition.?

Micron HBMS3E lowers the overall power
consumption and temperature of a server
system, reducing total cost of ownership for
data center deployments.

96GB & 128GB

Users can avoid out-of-memory errors with
high-capacity DIMMs.

Micron high-capacity DDR5 RDIMMs,
available in 96GB and 128GB capacities,
enable larger LLMs (with 65 billion
parameters and above) when training is
offloaded to the CPU.

a. Based on internal measurements and publicly available data
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Introduction to NLP and LLM training

Natural language processing (NLP) enables computers to manipulate, interpret and generate human language. To
learn the rules of language, NLP uses statistical modeling by applying probability distributions to a sequence of words
from a large corpus of text. Previously, architectures such as convolutional neural networks (CNN) were adopted to
build NLP models, but they suffered from slow computation due to the increasing number of operations when the
number of queries was scaled up.

The rapid progress of NLP models in recent years has been made possible mostly through adoption of the transformer
architecture [2]° developed by researchers at Google and the University of Toronto. The transformer architecture was
initially used to translate language, but because of its superior computational performance (by processing all inputs in
parallel) over previously used architectures, it has been explored in several scenarios. Moreover, because of its
success in distinct downstream applications (text summary, autocomplete, chat dialogue generation, etc.), the number
of parameters in NLP models has rapidly increased over the years, as shown in Figure 1. The figure shows the evolution
of model sizes since 2017, beginning with Transformer model at 65 million parameters announced by Google in June
2017. Model sizes greater than 1 trillion are depicted using a dotted line. The largest models we include can achieve
parameters sizes above one trillion because they use sparsely activated structures, where only a portion of the LLM’s
neurons are activated during inference, rather than all of them. However, their widespread adoption is hindered by
factors such as complexity, communication costs, and training instabilities [15]. Despite these obstacles, their
architectural design should be considered as a strong candidate for future model scaling. Additionally, models like
GPT-4 and Gemini are noted for their multimodal capabilities, meaning they can handle not only text but also visual
and auditory inputs such as image, video, and audio. Figure 1is based on information in reference [1].
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Figure 1. Evolution in the size of state-of-the-art LLMs from 2017 to 2024

b. Numbers in square brackets refer to source documents, which are found in the References section at the end of this report.
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Typically, LLMs are trained using a two-staged approach: pretraining and fine-tuning.
Pretraining

In the initial stage (or pretraining), models are pretrained on a large set of data from general sources such as
Wikipedia, blogs and academic journals. This stage allows the model to learn the rules of a language but is not
intended to perform any specific task, which eliminates the need for labeled data. The absence of labeling allows the
model to leverage extensive volumes of data to enhance its performance, as compared to models trained solely on a
limited set of labeled data.

Fine-tuning

For the next stage (or fine-tuning), the model can be updated using curated data to provide a more specific output
prediction for the desired NLP task.

This two-staged approach is beneficial, and while the pretraining step is significantly more computationally expensive
than fine-tuning, it only needs to be done once. The same pretrained model can then be fine-tuned for a variety of
applications.

However, training such models has some challenges [1]:

1. Fitting the parameters of these large models in the main memory of the largest GPU available today has
become infeasible.

2. Training times are longer due to the higher number of compute operations created by the growing number of
model parameters.

Consequently, efficient training of large language models (LLMs) requires robust hardware specifications and
advanced software techniques. At the forefront of this field, the latest generation of NVIDIA GPUs consistently deliver
higher performance for Al workloads than previous generations of hardware by a wide margin. The Hopper GPU
architecture — with its fourth generation of tensor cores that support several precisions, including FP64, TF32, FP32,
FP16, INT8 and FP8 — is four times faster in training performance for LLMs [11] over the prior generations. Combined
with the NVIDIA NVLink interconnect, which offers 900 GB/s of GPU-to-GPU communication bandwidth and HBM
bandwidth, Hopper GPUs efficiently scale and provide the high-quality performance needed to run LLMs.

HBMB3E surpasses the previous generation of HBM technology by providing a memory bandwidth that exceeds 1.2
TB/s. Additionally, it offers a 24GB capacity — a 50% increase per 8-high stack — to facilitate training with higher
precision and accuracy. For better power efficiency, HBM3E’s energy-efficient data path reduces thermal impedance,
leading to a 2.5 times improvement in performance per watt.
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Transformer architecture for generative Al

This section describes transformer architecture, a deep learning model designed for tasks such as text and image
generation. Transformer architecture revolutionized generative Al by introducing attention mechanisms to enable
models to focus on relevant parts of input sequences. As Al models become more prevalent, machine learning (ML)
libraries are used to simplify model implementation, allowing developers to reuse optimized code and streamline
generative Al deployment.

Details of the transformer architecture

To understand transformer architecture, we need to know what the intricacies are of this architecture and how each
module contributes to the generation of text. We must also recognize popular frameworks used to deploy such Al
models.

Transformer architecture [2] has become a standard choice for creating LLMs. Unlike earlier models that focused on
nearby words, the transformer allows models to learn the context of all words in a sentence using a self-attention
mechanism. This feature enhances the model’s ability to process longer sequences and handle text input.

micron.
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Transformer architecture [2] typically has

two components: an encoder that e
processes the input text (left-hand-side)
and a decoder that predicts the output
(right-hand-side), as presented in Figure
2. The encoder is composed of Nidentical
layers (each with two sublayers).

The first sub-layer is the attention

mechanism (that captures the relationship Add & norm
between the words in a sequence), and
the second is the position-wise fully

connected feed-forward network. The Feed forward
decoder is also composed of N identical
layers, adding the multi-head attention
sub-layer to consume the output of the
encoder stack.

Add & norm Add & norm

Multi-head
self-attention

Feed forward

Different combinations of these stacks
can be used to create distinct models for
several scenarios:

Add & norm Add & norm
o Encoder-only models are good for
learning embeddings used in Multi-head Masked multi-head
self-attention self-attention

classification and sentiment analysis
problems (e.g., BERT).

o Encoder-decoder models are used for
. . Positional Positional
generative tasks that depend on input e ing resEly
like translation and summarization (e.g,

T5) Input embedding Output embedding

e Decoder-only models (also called
autoregressive models) are good for
generative tasks in an autoregressive Inputs Outputs
style such as chatbots (e.g,, GPT).

Figure 2. Transformer model architecture (concept from [2])

Over the years, researchers have built notable decoder-only models that are highly efficient at several NLP tasks. One
of the most important decoder-only models is the generative pretrained transformer (GPT), which was later enhanced
to provide humanlike responses to questions in a chat format. In this architecture (Figure 3), the input sequence (also
called query or prompt) is transformed into tokens. Each token is encoded to the model vocabulary and then mapped
to an embedding (projected information of the word’s meaning to a smaller space) with its relative position. It is then
used to calculate the relationship to all other words in the sequence, and the result of this calculation is fed as an
input to the feed forward layer. These multi-head self-attention and feed forward modules are repeated throughout all
layers in the model. The output of the last layer is used to generate the probability distribution of the next token in the
response. The model can then randomize this function to generate different answers to the same question.
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The steps executed in the transformer architecture are described below (concept from [3]). This process is repeated

for every token requested to be generated.
1. Text and position embedding

a. Tokenization: The sequence is first separated into
tokens. The tokens are then mapped to the
vocabulary list, resulting in an encoded matrix.

b. Embeddings: The encoded matrix is projected into
the embedding space (multiplying by the embedding
weights), generating the embedding matrix. The size of
this matrix is also the size of the model.

c. Positional encoding: Then the position of each token
in the sequence is converted into another matrix. It
provides the model information about the relative
position of the token, thus drawing better conclusions
of the relationship between tokens. This matrix will be
added to the embedding matrix.

2. Masked multi-head self-attention

Attention mechanism: Transformer models use self-
attention [2] to compute the relationship between
tokens.
3. Residual connections and layer normalization: (+)
arrows and “Layer norm” in figure

a. Residual connections appear after the computation of
each submodule (Masked multi-head self-attention
and Feed forward). They pass information from the
input to the output of a submodule, ensuring a stable
and effective training by addressing issues that result
from the gradient-based training.

b. Layer norms stabilize and improve training by
normalizing the output values and keeping them
within a range.

4. Feed forward network

The output of the self-attention mechanism is fed to a
fully connected feed forward network (multilayer
perceptron or MLP).

5. Nbox (blue)

The computation executed in the attention
mechanism, feed forward network and two
normalization layers are repeated on all A transform
layers.

6. Decoder

The decoder, which consists of text prediction,
receives the output of the last transform layer,
converts the embeddings to the vocabulary and gives
the probability for different tokens. A random function
can be used to select the tokens within range of the
highest probabilities.

Text prediction

Layer norm

Feed forward

Layer norm

Masked multi-head
self-attention

Text and position
embed

Figure 3. GPT-like transformer decoder architecture
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Libraries

As Al models become more widespread, it's necessary to facilitate the development of these models and speed up
their deployment. To accomplish those actions, a range of tools, modules, frameworks and libraries are applied to the
workflow.

PyTorch

The PyTorch library [13] is an optimized tensor library for deep learning that uses both GPUs and CPUs. The torch
package contains data structures for multidimensional tensors and defines mathematical operations over these
tensors. PyTorch offers several ways to perform distributed training in a single machine with multiple GPUs or across
several GPUs within multiple machines.

DeepSpeed

The DeepSpeed library [14] from Microsoft is an open-source deep learning optimization library solution built on top of
PyTorch. It offers parallelism through data, mode, and pipeline, while PyTorch focuses on data parallelism (DP). The
library includes the Zero Redundancy Optimizer (ZeRO), which removes memory redundancies across data-parallel
processes by partitioning the three model states (optimizer states, gradients and parameters) across the processes
instead of replicating them.

The ZeRO approach is divided into three stages [12]:

e ZeRO-1: The optimizer states are partitioned across the processes so that each process updates only its partition.

e ZeRO-2: The reduced 32-bit gradients for updating the model weights are also partitioned such that each process
retains only the gradients corresponding to its portion of the optimizer states.

e ZeRO-3: The model parameters are partitioned across the processes. ZeRO-3 automatically collects and partitions
them during the forward and backward passes. This stage can also offload all model states to both CPU and NVMe
memory for huge memory savings. When using ZeRO-3 on N GPUs, each GPU stores only 1/N (or one-AMh) of the
model. But ZeRO-38 requires ~560% more network communication between the GPUs to update the parameters.
PyTorch released its own ZeRO-3 implementation called Fully Sharded Data Parallel (FSDP).

Other DeepSpeed features include mixed precision training, multi-GPU and multinode training, custom model
parallelism, and memory and bandwidth optimizations.

Memory
Stages GPUo GPU; GPUn consumed
Baseline 120GB
ZeRO-1 Pos 31.4GB
ZeRO-2  Posyq 16.6GB
ZeRO—3 Pos+g+p . . 1968
Parameters Gradients Optimizer states

Figure 4. Comparison of the per-device memory consumption of model states with three stages of optimization

In Figure 4 [4], ¥ denotes the number of parameters, A denotes the memory multiplier, and A indicates the degree of
parallelism.
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Quantization

Another common way to handle the capacity requirements of LLMs is by using quantization. Quantization is the
process of representing input from a state of holding more information to a state of holding less information. For
example, LLMs usually take datatypes with more bits and convert them to fewer bits since the model’s parameters are
usually FLOAT32 (FP32) or FLOAT16 (FP16). There are two main weight quantization techniques:

¢ Post-training quantization (PTQ): This technique converts the weights of a pretrained model to lower precision.

¢ Quantization-aware training (QAT): Quantization is applied during the pretraining at the expense of extra
computational resources [10]. QAT is more computationally intensive and requires more time than training using full
precision, making it less popular than PTQ.

QLoRA

An example of the PTQ technique is the QLoRA [8] approach. It's an efficient fine-tuning approach that
backpropagates gradients through a 4-bit quantized pretrained model into low-rank adapters (LoRA). LoRA [9]
reduces memory requirements by updating a small set of trainable parameters (adapters) while the full model
parameters remain fixed. Compared to a 16-bit fully fine-tuned baseline, QLoRA reduces the average memory
requirements of fine-tuning a 65B parameter model from more than 780GB of high-bandwidth memory to less than
48GB without degrading the runtime or predictive performance [8]. This reduction is mostly achieved by applying two
techniques:

¢ 4-bit NormalFloat (NF4): This is a datatype with information that is theoretically optimal for normally distributed
weights.

« Double quantization: This technique reduces the average memory footprint by quantizing the quantization
constants.
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System setup

To analyze the performance of select LLM models, testing and validation were carried out on a single NVIDIA HGX
H100 box (manufactured by Supermicro). Tables 1 and 2 detail the GPU and host configuration of the system under
test (SUT), while Figure 5 depicts the system architecture. Note that “HGX” is used as shorthand in the sections that
follow.

SUT GPU configuration

Model NVIDIA H100

Form factor 8x NVIDIA H100 SXM

HPC and Al compute 535TF/8PF/16PF/32PF/32POPS

(FP64/TF32/FP16/FP8/INT8)

GPU max frequency 1980 MHz

Memory max frequency 2619 MHz

Memory capacity 640GB, where each HI00 GPU
has 80GB of HBM3 memory

NVSwitch GPU-to-GPU 900 GB/s

bandwidth

Total aggregate HBM ~27 TB/s

bandwidth

GPU max operating temp 87C

GPU shutdown temp 92C

Memory max operating temp 95 C

Power limit 700W

Table 1. GPU configuration of the system under test

SUT host configuration

Model Intel® Xeon® Platinum 8468
Core(s) per 48

socket

Socket(s) 2

CPU max speed 2101 MHz

L3 cache 120 MiB

Memory type 32x Micron 64GB DDR5 RDIMMs
Total memory 2TB

capacity

Memory speed 4400 MT/s

DIMMs/channel 2 DIMMs per channel / 16 channels
Operating system Ubuntu 20.04 (Kernel 5.4.0)

Table 2. Host configuration of the system under test
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Figure 5. System architecture of NVIDIA HGX H100 used in the experiments

Methodology
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The test results presented in this document are based on the system setup shown in the figure above and the
following methodology of fine-tuning. Micron Data Center Workload Engineering (DCWE) measured the results on a
single HIOO HGX node. For the analysis, see the next section.

Unlike pretraining, fine-tuning is the process of specializing the model to perform a specific task using a curated
dataset. Fine-tuning leverages the potential of the model for distinct scenarios and allows end users to create several
derivative models to meet the requirements of various application scenarios (code generation, grammar correction,
classification, etc.). While fine-tuning requires fewer resources than pretraining, end users are still restricted to the
memory available on their server nodes, which limits the size of the model that can be fine-tuned.

In this analysis, we used a collection of decoder-only language models (Llama)[6]. The model series meet these

criteria:

e They vary from 7B to 65B parameters.

e They are pretrained on trillions of tokens and competitive with the best and large existing LLMs.

¢ They implement improvements proposed by a few models such as PaLM, GPT3 and GPTNeo.

The fine-tuning methodology was the training recipe and data released by Stanford University’s Center for Research
on Foundation Models [5] and used to fine-tune Meta’s Llama models [6] into a high-quality instruction-following
model called Alpaca, which is trained on 52K instruction-following demonstrations. To fit the model into our
architecture, we used DeepSpeed, which includes ZeRO to remove memory redundancies. We also used QLoRA
quantization to decrease the computation and memory capacity required to fine-tune large models.

micron.
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Detailed Results

This section presents the performance and power results from testing on Llama 7B, Llama 65B and Llama 65B using
QLOoRA. It also compares these LLM models to some commonly used Al models, focusing on their performance.

Llama 7B

This subsection presents our findings from testing on Llama 7B (the Llama model with 7 billion parameters) during
fine-tuning, comparing two clock speeds. These values result from increasing the HBM clock speed from 1593 MHz to
2619 MHz:

e 15% training performance improvement when increasing HBM clock speed from 1593 MHz to 2619 MHz

e >80% GPU utilization on average for both clock frequencies

e 60% peak HBM bandwidth utilization for 2619 MHz and more than 90% capacity utilization for both clocks
¢ 10% higher GPU power draw when increasing HBM clock speed from 1593 MHz to 2619 MHz

e 5% higher GPU and HBM temperature when increasing HBM clock speed from 1593 MHz to 2619 MHz

Fine-tuning a 7B model requires more than 112GB of HBM capacity per GPU without any optimization. We applied
several techniques to fine-tune these models when using a single NVIDIA H100 HGX system. One technique was
model parallelism, which removed memory redundancies across the training implemented by DeepSpeed. We applied
DeepSpeed ZeRO-1 model parallelism where the optimizer states are partitioned across the GPUs, while the gradients
and parameters are replicated across all the GPUs. The figures below show characteristics of the model running on the
NVIDIA HGX H100 system when we vary the HBM clock speed.

During fine-tuning, the performance (throughput) increased by 15% for Llama 7B with an approximately 65% increase
in HBM clock speed, from 1593 MHz to 2619 MHz. See Figure 6. The empirical result of using HBM highlights that the

model is bandwidth-sensitive and would therefore benefit from Micron’s HBM3E superior performance and efficiency
at 4000 MHz.

2619 vz { | . 15

1593 MHz A 1x

Figure 6. Performance improvement for fine-tuning the Llama 7B model by increasing HBM clock speed 65%

Figures 7 and 8 are complementary and show system utilization while fine-tuning the model. Figure 7 compares the
GPU and HBM utilization, and Figure 8 compares the HBM capacity and bandwidth utilization. While GPU utilization is
high (more than 80% on average for both memory clock speeds), HBM bandwidth is close to half the maximum
capacity of the system on average. The peak bandwidth achieved was around 2 TB/s out of 3.3 TB/s for 2619 MHz.
Conversely, the capacity is fully utilized, which shows that the workload is constrained in capacity. With twice the
number of through-silicon vias (TSVs) than current HBM3 shipping solutions and an industry-leading data rate greater
than 9.2 GB/s, Micron’s HBM3E offers 50% more capacity with an 8-high 24GB cube allowing not only training at
higher precision and accuracy but also higher system-level performance with increased bandwidth. As shown in the
figure below, HBM at 1593 MHz shows a higher bandwidth percentage but it’s relative to the maximum bandwidth
achieved with that clock speed, which is inherently lower than what could be achieved using a higher clock speed. The
higher HBM clock speed of 2619 MHz is more efficient as it enables faster fine-tuning, and we expect it to be even
more efficient with Micron’s HBM3E.
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Figure 7. GPU and HBM utilization in 20ms intervals during Llama 7B fine-tuning using different HBM clock speeds
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Figure 8. HBM capacity and bandwidth utilization in 20ms intervals during Llama 7B fine-tuning using different HBM clock speeds

Figures 9 and 10 show the power draw (or consumption) and temperature of the HGX while running the model. Even
though power consumption at 2619 MHz is close to the power threshold of 700W, the temperature is far below the
temperature threshold. Essentially, fine-tuning the model at 2619 MHz does not impose any thermal violations to the
system. Higher memory clock speeds increase the consumption of both metrics, specifically a 10% increase in power
draw and a 5% higher HBM temperature for 2619 MHz. Despite the increase in power consumption, the performance
scaling achieved by increasing the memory clock yields 7% more FLOPS (floating point operations per second) per
watt. As a result, fine-tuning the model at a higher clock speed is more power efficient than running it at a lower
memory clock speed.
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Figure 9. GPU power draw in 20ms intervals during Llama 7B fine-tuning using different HBM clock speeds
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Figure 10. GPU and HBM temperature in 20ms intervals during Llama 7B fine-tuning using different HBM clock speeds

Micron’s HBM3E energy-efficient data path, combined with process innovations, reduces thermal impedance. Micron
HBMB3E consumes 30% lower power than the competition on a typical workload. By applying an advanced data eye

mask design, Micron HBM3E delivers system signal and power integrity improvements as well. All these factors improve
LLM fine tuning performance.
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Llama 65B

This subsection presents our findings from testing on Llama 65B (the Llama model with 65 billion parameters) during
fine-tuning, comparing two clock speeds and using CPU offload (for model parallelism). These values result from
increasing the HBM clock speed from 1593 MHz to 2619 MHz:

e 3.3% performance improvement when increasing HBM clock speed from 1593 MHz to 2619 MHz

63% GPU and 20% HBM utilization on average for 2619 MHz

Fully utilized HBM capacity in either case

3% higher GPU power draw on average when increasing HBM clock speed from 1593 MHz to 2619 MHz

Similar HBM temperature

90% host DDR memory utilization and 50% CPU utilization on average for either clock frequencies

Because the Llama 65B is nearly 10 times the size of the Llama 7B model, to fine-tune it, we applied advanced
techniques to reduce its resource use. For example, due to the HBM capacity in the system, it was necessary to shard
the parameters, gradients and optimizer states on all GPUs by applying DeepSpeed ZeRO-3. Moreover, we offloaded
data to the host CPU, which meant some data would be stored in the host DDR memory and sent to the GPU when
needed for the computation. In this scenario, the CPU also performed a few computations to increase the efficiency of
fine-tuning and achieve model parallelism. This approach incurs more overhead but allows LLMs to run in a resource-
constrained environment. The context length was also reduced from 512 tokens to 256 tokens to reduce constraints
on memory. As shown in Figure 11, we measured only a 3.3% increase in performance (or higher throughput) for Llama
65B with an approximately 65% increase in HBM clock speed, from 1593 MHz to 2619 MHz. This small percentage
increase in performance is mostly due to the CPU offload, where the interconnect bandwidth between CPU and GPU
is less than the interconnect bandwidth between multiple GPUs, slowing down the overall computation.

2610 vz | | . 03X

1593 MHz 4 1x

Figure 11. Performance improvement for fine-tunning Llama 65B model by increasing HBM clock speed 65%

Figures 12 and 13 show the GPU and HBM utilization. Because HBM clock speed does not fundamentally affect the
metrics when CPU offload is enabled (as observed for the performance), we only show the metrics when running with
the highest HBM clock speed (2619 MHz). However, we show both clock speed performance for power and
temperature. We observed high peak utilization of GPU processing power; however, the average is only 63%. The
average utilization is even lower for HBM bandwidth at only 20%. On the other hand, capacity is still a limitation as we
observed it was fully utilized during the fine-tuning. Even though offloading drops utilization of the GPU, it's a powerful
technique that allows the fine-tuning of such large models using fewer resources.

Micron’s HBM3E higher memory capacity enables more data to be processed in the GPU, therefore leveraging its
memory bandwidth to accelerate the computation. Figures 14 and 15 show the power and temperature, respectively, of
the NVIDIA HGX H100 while running the model. Both HBM clock speeds present similar power consumption and
temperature per GPU. Higher HBM speed only draws 3% more power on average. It clearly indicates the effects of
dropping the average GPU use because of CPU offload.
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Figure 12. GPU and HBM utilization in 20ms intervals during Llama 65B fine-tuning and CPU offload
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Figure 13. HBM capacity and bandwidth utilization in 20ms intervals during Llama 65B fine-tuning and CPU offload
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Figure 14. GPU power draw in 20ms intervals during Llama 65B fine-tuning using different HBM clock speeds and CPU offload
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Figure 15. GPU and HBM temperature in 20ms intervals during Llama 65B fine-tuning using different HBM clock speeds and CPU offload

As part of the data and computation that are offloaded to the CPU, it’s important to check the host utilization. Figure
16 shows the percentage utilization of the CPU and DDR memory in terms of capacity. Figure 16 shows high utilization
of the host resources, with almost 50% CPU utilization since it’s alternated with GPU computation and a peak memory
utilization of 90% (1.8TB of DDR5) allocated memory capacity. This result suggests that the use of high-capacity
DIMMS is necessary to fine-tune LLMs when data is offloaded to the host DDR. Micron’s diverse portfolio of high-
capacity DIMMSs, such as Micron’s 96GB and 128GB RDIMMs, offer exceptional cost benefits to power Al computation.
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Figure 16. Host CPU and DDR memory utilization in 1s interval during Llama 65B fine-tuning and CPU offload
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Comparative sensitivity analysis for ML models

A more comprehensive approach and broader way to compare several available machine learning (ML) models is to
analyze their sensitivity to HBM speed. This analysis allows us to deepen our understanding of the models and project
their performance for different scenarios. In this section, we compare the following classes of ML models:

Computer vision (CV)

Computer vision (CV) is a field within Al that enables systems to extract meaningful information from visual data,
including videos and digital images. Key tasks for CV models include object segmentation, classification, detection and
tracking, each contributing to the system’s understanding of visual content. Notable models like single-shot multibox
detector (SSD) [17] excel in object detection while ResNet [18] performs image classification, and Mask R-CNN [19] is
known for its precision in image segmentation. These models are built on the architecture of convolutional neural
networks (CNNs), which consist of convolutional layers paired with subsampling layers that learn image features
through the application of filters, also known as kernels.

Recommendation systems (RecSys)

Recommendation systems (RecSys) are networks that use deep learning concepts to personalize user experiences.
These systems are trained to identify the unique characteristics of users and products by analyzing historical data,
including past decisions and preferences derived from user interactions. There are various types of recommendation
systems, each with its own approach. For instance, collaborative filtering algorithms make suggestions based on
collective user behavior patterns. Content-based filtering uses item attributes to recommend similar items that align
with a user’s preferences. Additionally, context-based filtering incorporates situational information from the user to
enhance the relevance of recommendations. Advanced models such as neural collaborative filtering (NCF) [20] and
the deep learning recommendation model (DLRM) [21] are a couple examples of this model class, offering more
nuanced and predictive capabilities.

Natural language processing (NLP)

In addition to LLMs — such as Llama [6][7]and BLOOM [22] that use GPT-like transformer decoder-only architectures
for text generation — there are also models like Bidirectional Encoder Representations from Transformers (BERT) [23]
and Google Neural Machine Translation (GNMT) [24]. BERT is an encoder-only transformer architecture that can read
an entire sequence of words at once, allowing it to learn the context of a word based on the words close to it. BERT
combines masked language modeling — which masks words in a sentence and then attempts to predict the original
value based on the context provided by the nonmasked words — with next-sentence prediction to anticipate
subsequent text. This capability makes BERT versatile for tasks including classification, entity recognition and
sentiment analysis. On the other hand, GNMT leverages a deep long short-term memory (LSTM) network with
encoder-decoder layers using residual connections as well as attention connections from the decoder part. GNMT
translates the entire sentence in one go by encoding the semantics of the sentence, which provides a more fluent
translation.
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Performance of ML models on HBM

Figure 17 depicts the performance of several distinct models on HBM. The size of each bubble represents the average
HBM bandwidth utilization of an ML model, while the axes display the read and write percentages of HBM accesses.

Our analysis reveals that most ML models usually have a higher proportion of read operations (60%) than writes
(40%), since most of the calculations are matrix multiplications. Interestingly, the Llama 33B and Llama 65B models
show lower HBM bandwidth utilization than other models. This finding is attributed to the use of CPU offloading, which
reduces the average GPU resource use to 63%, as observed in our experiments with Llama 65B.
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Figure 17. Comparative bubble chart for performance between several ML models
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GPU power analysis of ML models during fine-tuning

Figure 18 presents a GPU power analysis as a function of the HBM state during fine-tuning. The size of each bubble
represents the average GPU power consumption for each model, while the x-and )~axes correspond to the average
HBM temperature and utilization, respectively. Notably, the BERT model exhibits lower power use than other models
with comparable utilization, a finding that can be attributed to its reduced temperature and resource demands.

Even though Llama 65B and Llama 33B models show lower HBM utilization on average due to offloading, the average
power consumption for these models is moderate because the HBM capacity is fully utilized. By leveraging the cutting-
edge features of Micron’s HBM3E technology, these models can achieve enhanced power and thermal efficiency,
resulting in a decrease in overall system power requirements.
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Figure 18. Comparative bubble chart for power analysis as a function of HBM utilization and temperature between several ML models
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Llama 65B using QLoRA

This subsection presents our findings from testing on Llama 65B using QLoRA. These values result from increasing the
HBM clock speed from 1593 MHz to 2619 MHz:

¢ 18% performance improvement when increasing HBM clock speed from 1593 MHz to 2619 MHz

e 80% GPU utilization on average for 2619 MHz

e 56% HBM utilization on average for 2619 MHz

¢ 10% higher GPU power draw on average when increasing HBM clock speed from 1593 MHz to 2619 MHz
o Consistently higher resource utilization than CPU offload

To fine-tune Llama 65B in our setup, we applied DeepSpeed ZeRO-3 and CPU offload — where parameters, gradients
and optimizer states are partitioned on all GPUs instead of replicated and some computations are done on the host
side — to avoid out-of-memory problems due to HBM capacity constraints. However, we previously observed that HBM
clock variation showed no meaningful improvement in model performance (less than 3%) and CPU utilization was
about 50% on average and achieved peak use of 100% during the optimizer computation parameters.

By implementing quantization methods like QLoRA, the Llama 65B model can run without any DeepSpeed
optimizations, where all data is replicated across all GPUs. This approach allows for an increase in batch size during
fine-tuning, enhancing overall efficiency. A larger batch size contributes to reduced training time, as it will pass
through the dataset faster and perform fewer updates to the models. Provided that the long-learning-rate
hyperparameter is adjusted accordingly, the model’s performance shouldn’t be compromised.

Empirical results demonstrate that using QLoRA on Llama 65B facilitates an 18% performance boost, as depicted in
Figure 19. This boost corresponds with an approximately 65% increase in HBM clock speed, from 1593 MHz to 2619
MHz.

2610 vz | [ . 1 6x

1593 MHz 1 1x

Figure 19. Performance improvement for fine-tunning Llama 65B model by applying QLoRA optimization and increasing HBM clock speed 65%

Figures 20 and 21 show the power consumption comparison when doing CPU offload and QLoRA (where there is no
offloading). Performing offload, both HBM clock speeds present similar power consumption per GPU. We found only
3% more power consumption on average for higher memory speed due to the drop in GPU utilization because of the
communication between CPU and GPU. On the other hand, QLoRA allows use of a GPU without offload and an
increase in batch size, so both clock speeds draw more power on average than the offload execution, with higher
memory speed consuming 10% more power on average than the lower clock speed. GPU-only execution increases the
power draw by almost 50% on average compared to the CPU offload execution presented earlier (see the Llama 65B
section for more details).
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Figure 20. Power draw for fine-tuning Llama 65B using CPU offload in 20ms intervals
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Figure 21. Power draw for fine-tuning Llama 65B using QLoRA in 20ms intervals

Figures 22 and 23 compare GPU utilization with and without offload. In both scenarios, we observe a high peak
utilization of GPU processing power; however, using CPU offload, the average is 63%, whereas QLoRA increases it to
almost 80% on average. These findings translate to 26% higher GPU utilization running a model without offload. While
peak HBM bandwidth utilization is around 54% and 20% on average for the CPU offload, QLoRA increases peak
utilization to 80% and the average to 56%. Recall that, in both scenarios, the capacity is fully utilized. In summary,
performance using QLoRA is consistent with the observed performance of smaller models that fully ran on the GPU
HBM without CPU offload.
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Figure 22. GPU and HBM utilization in 20ms intervals for fine-tuning Llama 65B using CPU offload
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Figure 23. GPU and HBM utilization in 20ms intervals for fine-tuning Llama 65B using QLoRA
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QLoRA Performance Analysis

Figure 24 contrasts performance of the models that use QLoRA with other models analyzed previously. Compared to
the previous execution of Llama 65B using CPU offload with QLoRA, the HBM utilization for Llama 65B increases from
20% to 56%. It demonstrates that fine-tuning benefits from Micron’s HBM3E bandwidth.
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Figure 24. Comparative bubble chart for memory sensitivity between several ML models and QLoRA quantization

High-capacity DIMM analysis

We ran several experiments on high-capacity DIMMs for the fine-tuning execution to see how changing the host DDR
memory subsystem configuration would affect CPU offloading performance. These tests involved varying the DIMM
configurations within the system for two distinct models: Llama 33B and Llama 65B with CPU offload. We used
Micron’s 64GB and 96GB modules for comparison against a commercially available 128GB 3DS TSV-based module.
The configurations were deployed with one and two DIMM modules per channel (DPC), resulting in a total system
memory range of 2TB to 4TB.

Figures 25a and 25b show the runtime improvements for fine-tuning both Llama 33B and Llama 65B models. These
improvements are shown as percentages and based on the setups indicated on the x-axis relative to the
configurations shown on each panel. For instance, the first panel of Figure 25a — representing the 64GB-2DPC
configuration for Llama 33B — serves as a reference point for all other x-axis configurations. When the x-axis matches
the panel’s configuration, it acts as the baseline, so no improvement is recorded (0%). Conversely, subsequent
configurations like the 96GB-1DPC show a 2% improvement (or 2% lower runtime) compared to the 64GB-2DPC
baseline.

We can quickly perceive from Figures 25a and 25b that the performance difference between each configuration is
minor, suggesting that a more complex and costly memory module like the TSV-based one may be unnecessary.
During fine-tuning, the Llama 65B model encountered out-of-memory (OOM) errors in configurations with less than
2TB of total system memory, underscoring the need for high-capacity DIMMs to support larger models (see Table 1).
Notably, configurations using IDPC consistently outperformed 2DPC, a finding that is attributed to the latter’s
reduction in memory speed and consequent decrease in available memory bandwidth for the workload.

To meet the need for high-capacity DIMMs that support Al workloads, Micron plans to offer a cost-effective solution
for reducing the total cost of ownership for data centers. Micron’s solution uses a 32Gb die-based 128GB RDIMM for
better bandwidth and power efficiency. It provides an innovative die architecture choice for leading array efficiency
and the densest monolithic DRAM die. By incorporating voltage domain and refresh management features, the power
delivery network is optimized, leading to significant improvements in energy efficiency. Notably, this solution offers up
to 24% better energy efficiency than its TSV-based counterparts.
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Figure 25a. Comparison of different configurations of DDR5 for Llama 33B

Note: Positive columns in both Figure 25a and 25b denote improvement of the x-axis configuration over the panel
configuration.
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Figure 25b. Comparison of different configurations of DDR5 for Llama 65B

Table 3 summarizes results for execution of Llama 65B with offload on the HGX H100 platform across various DDR5
memory configurations. As previously mentioned, the average time difference between the memory setups is small,
and 1DPC configurations consistently outperform 2DPC configurations. A notable observation is the inverse
relationship between total system capacity and peak DDR utilization: As we increase the total system DDR capacity,
the percentage of DDR usage relative to the total system capacity drops if the model size remains unchanged. Also,
failure of the model execution with a 1.5TB setup indicates a minimum requirement of 256GB of DDR per GPU for the
eight GPUs within the HGX H100 to successfully fine-tune a 65B model using offload. This finding demonstrates that
the ratio between DDR and HBM should increase as we expand the model size.

Memory setup System Capacity per DDR:HBM ratio Peak DDR use DDR GB/core Avg. training time (s)
capacity GPU provisioned

64GB 2DPC 2TB 256GB 3.2 90% 21 9242

96GB 1DPC 15TB 192GB 24 OOM 16 -

96GB 2DPC 3TB 384GB 438 60% 32 9427

TSV 1DPC 2TB 256GB 3.2 90% 21 9078

TSV 2DPC 4TB 512GB 6.4 45% 42 9352

Table 3. Summary for Llama 65B, with offloading model execution across various DDR5 memory configurations

24

micron.



ENGINEERING REPORT - FINE-TUNING LARGE LANGUAGE MODELS

Conclusion

LLMs have demonstrated remarkable proficiency on downstream tasks related to NLP tasks, a success largely
attributed to adoption of transformer architecture coupled with advancements in GPU processing capabilities. As it’s
designed for parallel processing, transformer architecture relies heavily on efficient memory access to sustain optimal
performance during fine-tuning. Moreover, the demands from extensive matrix multiplications and data transfers
involved in the self-attention mechanism of the architecture make memory bandwidth and capacity a critical
bottleneck.

As LLMs grow in scale and complexity, advancements in memory technology are essential to unlock their potential.
Micron’s HBM3E offers a compelling solution for meeting the memory performance requirements of these workloads.
Compared to previous generations of HBM, Micron’s HBM3E shows key improvements in a stacked architecture —
alongside a significant increase in bandwidth, capacity and energy efficiency (performance per watt) — that position it
to meet the rigorous demands of modern GPUs and complex Al workloads. Consequently, our HBM3E is expected to
play a critical role in enhancing the overall performance of GPUs and LLMs.
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